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Abstract. The paper summarizes a number of audio-related studies conducted 

by the Sound of Vision consortium, which focuses on the construction of a new proto-

type electronic travel aid for the blind. Different solutions for spatial audio were com-

pared by testing sound localization accuracy in a number of setups, comparing plain 

stereo panning with generic and individual HRTFs, as well as testing different types 

of stereo headphones vs custom designed quadrophonic proximaural headphones. 

A number of proposed sonification approaches were tested by sighted and blind vol-

unteers for accuracy and efficiency in representing simple virtual environments.  
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1 Introduction  

With the XXI century advances in technology, such as embedded devices capable 

of real time image and audio processing, the possibilities of designing an electronic 

travel aid for the blind are greater than ever [1]. The main goal of the “Sound of Vi-

sion: natural sense of vision through acoustics and haptics” research project funded 

by the European Commission under the Horizon 2020 framework is to construct and 

test a wearable device that would convey an auditory and haptic representation 

of the surrounding environment to a visually impaired person. This paper presents 

some of the first year’s results of the project in terms of audio-related research, espe-

cially spatial audio solutions and sonification models.   

 

The overall concept of the Sound of Vision system is creation of an electronic aid for 

local navigation and obstacle avoidance, similar to a previous Naviton project [2]. 

The primary method of the environment sensing is stereovision (with possible data 
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fusion from other sensors, e.g. time of flight or accelerometers) [3,4]. The recon-

structed 3D scene is processed (reconstruction, segmentation) and output about 

the detected (or recognized) obstacles is provided through auditory and haptic chan-

nels. 

2 Spatial audio - state of the art   

Wearable spatial audio technology focuses on the use of Head Related Transfer Func-

tions that enable to artificially alter two channels in a stereo signal to simulate a sound 

wave’s interaction with the human body, especially with the pinna, the head and the 

torso [5]. This is done by introducing a delay between the stereo channels called In-

teraural Time Delay (ITD) and filtering each of the channels with an HRTF filter, 

providing a frequency dependent Interaural Level Difference (ILD). The HRTF filters 

can be obtained by several methods:  

- individual measurement for a specific listener (highest quality method) [4] 

- utilizing a generic measurement for an acoustic mannequin (most common 

method) [6] 

- selecting a similar HRTF set from a database of HRTFs from multiple listen-

ers, either perceptually[7] or anthropometrically [8,9] 

- modeling an individualized HRTF based on head and ear shape of the listen-

er, either by sound wave simulations [10] or correlations between HRTF 

spectra and ear shapes of a large number of listeners [11,12]. 

The use of HRTFs alone is frequently insufficient for accurate sound spatialization. 

Further processing steps, such as headphone equalization, rendering reflections from 

the environment and head tracking can significantly improve localization accuracy 

and decrease the chances of common spatial audio problems, such as in-the-head 

localization or front-back confusions [13]. Also, a number of studies demonstrated 

that virtual sound localization accuracy can be significantly improved through train-

ing [14,15,16] 

The idea of using several speakers on headphones has been used in commercial sets 

for emulating 5.1 or 7.1 sound systems, but we have found only one occurrence 

of attempted use for wearable spatial audio, and it was also in the context of an elec-

tronic travel aid [17]. 

 

3 Proposed spatial audio solutions  

One of the basic assumptions for the output from the SoV device was that the gener-

ated sounds should be perceived as if they originated from the observed environment. 

This meant the inclusion of some form of spatial audio processing; however, another 

important requirement was that the sounds should not block natural environmental 

sounds, which are extremely important for a blind traveler.  

Two main approaches were considered – filtering using head related transfer func-

tions (HRTFs, both individualized and generic) with some type of headphones that 

do not cover the ear channels (e.g. bone conduction or open in-ear headphones) or a 



custom solution with multiple proximaural speakers that would allow spatialization 

through amplitude panning.  

Special software was prepared for testing of virtual source localization accuracy with 

various configurations of spatialization (plain stereo panning, generic and individual 

HRTFs) and output hardware (reference, bone conduction, in-ear, and custom multi-

speaker headphones). Ten participants took part in the tests, localizing sound sources 

in a 5x7 grid spaced at 30° (azimuths from -90° to +90° and elevations: -60° to +60°) 

approximately 100 times in each possible configuration.  

 

The results from the tests were that using individualized HRTFs provided no signifi-

cant advantage over generic ones (perception of azimuth was actually slightly worse). 

High quality reference headphones provided the best spatial audio experience; how-

ever, at the cost of covering the ears. Bone conduction was a promising alternative; 

though it showed strongest variance between the test participants.  

 

 

 
Fig. 1 Custom multi-speaker headphones and stereovision camera mount. 

 

The custom headphones were designed and constructed as an alternative to spatial 

audio generated through the use of head related transfer functions (HRTFs). The 3D 

model of the headphones was prepared using Solid Edge ST7 software and manufac-

tured using fused deposition modelling (FDM) on a Leapfrog Creator Dual Extruder 

3D printer. The headphones included four speakers positioned above and below 

the ears, all slightly to the front. Amplitude panning was used to position a sound 

source both in the horizontal and vertical directions.  

 

The tests of the custom quadrophonic headphones were conducted using a very simi-

lar procedure to the HRTF tests. The results were very promising, as both vertical and 

horizontal localization accuracy was on par with the high quality reference head-

phones, without the need for HRTF filtering.  

 

 



 

 
Fig. 2 Comparison of off-the-shelf headphones with individualized HRTFs with the 

custom quadrophonic headphones in terms of average azimuth (top) and elevation 

(bottom) localization error. H1 – AKG K612 Pro, H2 – Bose QC25, both high quality 

reference headphones, H3 – Aftershokz M3 bone conduction headphones, H4 – ear-

Hero, H5 – Oticon P100 – in-ear air tube headphones. The red lines indicate predicted 

average errors if the replied either entirely randomly or always pointed to the central 

sound location.  

 

4 Sonification – state of the art  

Recent years have seen the emergence of many electronic systems aimed at aiding the 

blind [18]. Ranging from popular electronic range sensors [19], through smart phone 

apps[20,21], GPS or beacon-based navigation systems [22,23,24] to a number of re-

search projects aimed at environmental imaging through sensory substitution and 

virtual acoustics spaces [2,25].  

 

The sonification [26] in these devices can range from very simple, binary proximity 

alerts [19], through representing range using musical tones [27], to more complex 

synthesized sounds, such as clouds of spatially filtered impulses [25].    

5 Proposed sonification approaches 

Encoding the 3D visual scene through audio is considered the most important core 

functionality to be provided by the Sound of Vision project. Finding the most suitable 



encoding method to provide valuable information about the environment surrounding 

the user through sound is, thus, a pivotal and challenging task. 

The authors decided to explore a number of competing alternatives, dubbed “sound 

models” in order to identify the most promising sonification solution.  

All the tested sonification methods based on a number of common assumptions 

about the output of the image processing module: 

- the observed 3D scene fragment is 90° wide and 5m in depth 

- the 3D scene can be roughly divided into individual objects, described by height 

and width 

- these objects may or may not be continuously tracked from frame to frame 

- the objects may be classified as belonging to specific categories (e.g. walls, stairs) 

Approaches using the scene depth directly or basing on simplified occupation grids 

were also considered, however not included in the tests.  

All the proposed models also used a similar basic virtual sound source positioning – 

encoding direction with generic HRTF filtering and distance with loudness.  

 

The four tested sound models were:  

Model 1 - Objects as loudspeakers – This model treats each object in the frontal 

hemisphere as an independent virtual sound source that continuously emits impact 

sounds, as if the user was striking the white cane on it. The pitch and timbre 

of the sound resulting from the impact are considered dependent on the object’s width 

and category. The distance between object and user is coded into sound level and 

repetition rate: the closer the object, the higher the sound level and the more frequent 

the sound, just like in parking systems. 

Model 2 – Time and Frequency division multiplexed scene rendering - The visual 

field was divided into three 30° wide regions. If a region was empty this was signified 

by a quiet heartbeat sound. For every object in a region a glissandi was played using 

granular synthesis such that: the wider the object, the slower and further down 

the musical scale the glissando went, the taller the object, the coarser was the sound 

texture.  

Model 3 – Depth scanning - A virtual “scanning plane”, a surface parallel to 

the camera view that moves away from the observer through the scene. As the surface 

intersects scene elements, sound sources originating from the places of intersection 

are released. Sources correspond to object parameters (distance to loudness and pitch, 

width to duration, category to instrument type). The model distinguishes two catego-

ries of objects – walls (any object with a sufficiently large surface area) and generic 

obstacles. This model has been previously successfully implemented in the Naviton 

prototype [2].  

Model 4 – Horizontal sweep - A popular approach in many sonification studies 

(e.g. Navbelt [27]) sometimes referred to as a “piano scan” [28]. The method basical-

ly translates distance to pitch in several directions from the observer, making this 

method suitable for use with unprocessed depth maps or occupancy grids.  

 

The first phase of tests was performed by 10 sighted volunteers, the second phase 

by 6 blind participants. The tests included such tasks as identifying the position 

of several obstacles, picking “the odd one out” (an obstacle of different size than oth-

ers) and choosing a safe route to turn. Some of the scenes were static and in some 



the observer moved at a constant walking speed. The metrics included reaction times, 

accuracy, and subjective opinions gathered in surveys with test participants.  

Unfortunately, the results of these first tests were inconclusive. In most tasks 

of the models showed a very significant advantage over the others in accuracy 

or response times. The testers also had mixed preferences as to the nature 

of the sounds used. One important conclusion was that testers complained of the lack 

of continuity of the sounds, i.e. the cyclic auditory “snapshots” of the environment 

common to all the tested models were a poor method of observing dynamic scene 

changes.   

6 Testing procedures  

The tests of the Sound of Vision are conducted with participation of visually impaired 

testers – blind and partially-sighted, as these groups of end-users are the best experts 

regarding how the SOV solution is going to meet their needs. What is important in the 

case of Sound Of Vision, testing is to be interspersed with training, in an approach 

sometimes called “gamification” [29] – users progress to more difficult tests after 

completing simpler ones with sufficient efficiency.  

 

So far the tests with blind participants focused on computer simulations for the pur-

pose of selection of sounds for the auditory representation of objects in the environ-

ment; however some data was also gathered in real environments, observing travel 

speeds and patterns while also attempting to collect EEG and other biometric signals 

[30]. 

 

Further testing, introduced by training phases, will include use of virtual environment 

scenarios, then controlled laboratory environments (e.g. with cardboard obstacles) 

to finally move on to real-world environment and scenarios (under the care of orienta-

tion and mobility specialists). Testers in this phase are going to use the SOV proto-

type to navigate various indoor and outdoor paths. This will give final confirmation 

of compliance of the SOV solution with the needs of visually impaired persons.  

7 Conclusions and future work  

The conclusions from the spatial audio tests led us away from HRTF-based solutions 

towards the idea of the custom multi-speaker headphones. Currently two additional 

aspects are being tested – whether the use of additional speakers (4 per ear) can en-

hance the perception of spatial audio, e.g. by improving the perception of distance 

or accuracy of localization, and whether the use of HRTFs in conjunction with 

the custom headphones produces a significant difference than plain amplitude pan-

ning in virtual sound source perception.  

From the sonification modes the depth scan shows most promise, though it is clear 

different approaches seem preferred in different scenarios and further testing is neces-

sary.   
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